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Introduction

You can use PowerPoint’s SmartArt to create flow 
charts and other types of diagrams.

1. Insert 🡪 SmartArt
2. Select a diagram appropriate for your needs 
3. Use the “insert text” box to label and add to your 

diagram..
1. You can bring this box back up by 

clicking the SmartArt image and 
selecting the  arrow on the left-hand side 
of the boundary box.

4. Clicking on the art will add Format and/or Design 
“SmartArt” ribbons to your menu options. These 
ribbons you to add sections to your diagram, 
change and edit shapes, define color schemes, 
rotate images, etc.

MethodsMethod
Using CIFAR10, we trained models using 2 types of 
augmentation: grayscale and 90-rotation.

Procedure of training an augmented model:

We then obtained models’ prediction and final feature 
vector on standard and augmented testsets to 
calculate:

● Accuracy
● Correlation:

● Nearest neighbor diagram:

● Data augmentation is a simple and common 
technique that increases the model’s robustness 
to class-preserving transformations

● Our understanding of this technique is still limited
● We try to understand the effect of data 

augmentation on neural network 

Hypothesis
Invariance Subpopulation

● Model maps 
augmented inputs to 
similar representations 
to the standard inputs

● Model uses a different 
set of prediction rules 
to classify augmented 
samples

Results

Standard Model

● The grayscale test relatively 
correlated to the standard test 

● The 90-rotation test is not correlated
● Test the correlation again with 

augmented models

Nearest Neighbor (Std)

Grayscale Models

● The second grayscale model is 
trained as a benchmark

● The representations from two 
testsets are similar

● Shift focus to the 90-rotation testset

90-Rotation Models

● The augmented test is more 
correlated than the standard model

● The correlation is as random as the 
correlation between 2 different 
models

● We attempt to leverage this using 
random rotation in training

 Random Rotation Model
● For each image, we transform it with 

a random rotation (1-90) 
● Unlike other models, we don’t keep 

the original images

● Random rotation doesn’t improve the 
correlation for the 90-rotation testset

Correlation (Augmented)
Standard Model

Augmented Models

1 0 1 0 1 0

0 0 1 1 0 1
Negative 

Correlation

Correlation (Augmented)

Correlation (Standard)

Accuracy

Correlation (Intermediate)

Correlation (Aug)

● There is a shift in trend from 
standard to augmented: taller head, 
smaller tail


